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Abstract
Viewpoint dependency in dynamic events is still an open question. Movies present a unique case of complex visual stimuli 
where consecutive shots are filmed from multiple viewpoints. In the present study, we have examined whether people remem-
ber viewpoint-specific information in movie-like visual scenes. We have used naturalistic activities which involved two actors 
where a) the sequence is presented from one or both actors’ viewpoints and b) the individual actions were in a natural order 
or they were scrambled. The results indicated that memory for individual shots decreased when the sequence was presented 
from both actors’ perspectives. Also, people were mostly unaware of the order manipulation, and reordering the individual 
actions did not lead to a decrease in memory performance. The results favor the film-form model, which suggests that the 
spatial relations in movie scenes are represented by taking the first shot of a scene as the basis and incorporating the views 
in subsequent shots accordingly. This argues for an economical encoding in visual events, which favors narrative continuity 
over spatial relations.
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“Space surrounds us, omnipresent. Yet narratives 
are linear: like attention, they take things one after 
another … Consistency of perspective is presumed to 
be necessary for the construction of a mental spatial 
framework in which to place each object or landmark.” 
(Tversky, 2004, p.380).

Spatial perception in everyday life incorporates weaving 
together multiple viewpoints into a spatial map as the human 
observer moves in the environment. As Tversky (2004) 
argues, the viewpoint is omnipresent, which gives us access 
to a 360-degree perspective. However, space in visual nar-
ratives is constructed in a sequential nature by exposure to 
shots in a successive manner. To integrate each object and 
actor into the spatial map, movies make use of multiple edit-
ing techniques geared towards maintaining spatial continu-
ity (Bordwell & Thompson, 1986; Cutting, 2021; Loschky 
et al., 2020; Smith et al., 2012). This alleviates the cognitive 
load of the viewer and allows them to focus on the narrative 
while keeping the spatial relations constant. Research so far 

does not answer the question of how much people encode the 
viewpoint of an agent in movie scenes, which may present a 
different type of computation compared to everyday spatial 
cognition. In this paper, we investigated viewpoint depend-
ency, a concept that examines how much people use the 
viewpoint of the visual scene for encoding and remember-
ing the position of objects and agents. We inquired whether 
the viewpoint of a movie shot is remembered when a film-
like sequence is presented from either one or two actors’ 
viewpoints. Another purpose was to examine viewpoint 
dependency when there are concurrent tasks present, which 
relates to following the action sequence. Event segmenta-
tion theories consider multiple dimensions when a viewer 
perceives a visual narrative. In addition to space, time, and 
motion, top-down features like actor goals and intentions 
are monitored in comprehending visual events (Radvansky 
& Zacks, 2010; Zacks et al., 2007). Action order may be an 
instrumental part of tracking the goals of the actors and the 
time course of action as it relates to predictive processing. 
As people track space and time concurrently while process-
ing visual events, how much spatial perception of actor posi-
tions relates to the order of action requires a better under-
standing. Previous research showed that the time course of 
an action sequence is instrumental to comprehension and 
working memory (Claus & Kelter, 2006; Hymel et al., 2016; 
Raisig et al., 2010; Ruby et al., 2002). Following the action 
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provides an additional load on cognitive resources, which 
may affect the accuracy of people’s spatial memory. There-
fore, spatial perception in movie scenes may be influenced 
by whether the action order is maintained or violated.

Studying visual narratives is a current interest in psychol-
ogy due to an increase in studies investigating the percep-
tion of movies and other complex visual media. Interest in 
movies as a type of visual media (comics, movies, video 
games, etc.) grows substantially due to their similarities to 
real-life action (Levin & Simons, 2000; Smith et al., 2012). 
In movies, filmmakers benefit from editing rules to achieve 
coherent spatial representations (Magliano et al., 1996; 
Schwan & Ildirar, 2010), and this is how the viewer is not 
bothered by different camera viewpoints. Prominently used 
in films, continuity editing rules permit cuts to be “invis-
ible” (Bordwell & Thompson, 1986; Cutting, 2021; Hutson 
et al., 2022; Smith et al., 2012). Those involve the usage 
of various editing techniques, such as the 180-degree rule, 
shot-reverse-shot (SRS) sequences, gaze matches, over-the-
shoulder shots, and match-on action cuts. This, in turn, pre-
sents the audience with a seamless experience. Research into 
the physical structures underlying the perception of movies 
is still new, but there is still much to discover about how peo-
ple comprehend and remember spatial relations (Bordwell, 
1985; Smith, 2012; Smith et al., 2012). The investigation 
into the perception of spatial relations in movies can ben-
efit the study of working memory. Research using complex 
visual stimuli such as movies enables the manipulation of 
visual scenes, thereby facilitating the acquisition of fresh 
insights on the constraints of working memory capacity.

Tracking spatial relations in movie scenes can burden cog-
nitive resources as the viewer follows the narrative. Recently 
proposed Scene Perception & Event Comprehension Theory 
(SPECT) (Loschky et al., 2020) argues that people actively 
monitor the current information in an event in working memory 
and store the past information in long-term episodic memory 
to comprehend the entire narrative (Cohn-Sheehy et al., 2022; 
Hutson et al., 2017, 2022). Similarly, Cognitive Load Theory 
(Sweller et al., 1998) proposes that the limited nature of work-
ing memory is bound by a capacity, and if the cognitive load of 
a task is high, it comes with a cost for the processing of simul-
taneous information. This, in turn, has been shown to affect 
encoding and memory as well as hinder comprehension and 
learning (Brich et al., 2021; Forster & Lavie, 2008; Hitch et al., 
2019; Mayer, 2014; Rey, 2014). Therefore, when the viewpoint 
changes with each successive shot, this may increase the cog-
nitive load. Continuity editing rules are employed to provide 
consistent spatial relations across film shots. The proper usage 
of those rules alleviates the cognitive burden of the viewer and 
eliminates the need to monitor spatial details.

Another factor that can increase cognitive load and bur-
den working memory is monitoring the order of action in a 
visual event. Event order is bound by a temporal prediction. 

According to predictive accounts of event cognition (Zacks 
et al., 2007), people engage in continuous comparisons when 
monitoring events, and when predictions fail due to an unex-
pected change, event boundaries emerge, leading to the for-
mation of a new event model. Claus and Kelter (2006) state 
that “mental representation of the time course of a dynamic 
situation is a prerequisite for understanding” (p. 1042). This 
view would suggest that if the order in an action sequence 
is not maintained, it is reasonable to expect the cognitive 
resources to be strained. The literature so far provides lim-
ited and conflicting results about how people monitor order 
in action sequences. In such a study, Raisig et al. (2010) 
presented chronologically ordered or temporarily violated 
event sequences after providing a verbal title of an event 
to engage predictive processing. This research showed that 
the pupillary response of participants was larger for tempo-
ral violations, which was attributed to increased cognitive 
load. As temporal violations appear to burden resources, 
how this relates to awareness was also studied. Hymel et al. 
(2016) compared awareness in the case of regularly ordered 
actions versus reordered actions, in which subsections of 
activity were changed. They found that approximately half 
of the subjects were not aware of the order manipulation 
when not distracted, and this number decreased when they 
engaged in a concurrent task. Importantly, if critical action 
is the last event, people detect misordering better, possibly 
due to a thorough comparison of previous events. This indi-
cates that concurrent tasks further decrease the cognitive 
capacity to monitor event order. Levin and Wang (2009) 
also examined whether the observer’s gaze could be used in 
actions that use canonical (natural order) or reversed (mis-
ordered) sequences and showed that manipulating order was 
not as influential as expected for the memory of object loca-
tions. While the object was the focus of attention in canoni-
cal scenes, the actor was pursued in reversed scenes. The 
research so far is not conclusive about the possible role of 
action order in memory for visual events, and no study so 
far investigated the possible interaction between action order 
and spatial cognition. As people are mostly blind to changes 
in order, manipulations of order can affect working memory 
and therefore hinder the processing of concurrent informa-
tion, such as memory for viewpoint.

We can say that the mapping of spatial relations in movies 
is costly as scenes show different viewpoints in successive 
shots. This may require the viewer to put themselves into 
the shoes of the actor facing the camera. How many people 
register the viewpoint of a given shot -viewpoint depend-
ency- in movie scenes is still an open question. Tversky and 
Hard (2009) showed that when a visual scene included an 
actor, people tended to take the perspective of that actor, 
especially when the question was action-related. This is in 
line with previous studies that found longer reaction times 
when the scene included a person sitting at a table facing 
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the camera (Cavallo et al., 2017) and showed a relation-
ship between narrative engagement and perspective taking 
where the writer puts themselves in the shoes of a fictional 
character (Bientzle et al., 2021). The same was true even 
when there was an empty chair facing the viewer. An agent 
or even the possibility of one lead viewer to put themselves 
in the place of that person through mental rotation, thus 
explaining longer reaction times. Similarly, Del Sette et al. 
(2022) considered perspective taking judgments in complex 
real-world scenes and showed that taking another agent’s 
perspective can be cued by specific prompts. This suggests 
that an egocentric perspective is not always inherent and 
that both top-down effects can bias a viewer to take another 
agent's perspective.

While viewpoint dependency was studied extensively in 
visual scenes, most of the literature comes from research 
that investigated static scenes (Jiang et al., 2013; Shelton 
& McNamara, 2004; Simons & Wang, 1998). Those stud-
ies heavily focused on the arrangement of objects, and the 
resulting mental representations were primarily viewpoint-
dependent (David et al., 2006; Shelton & Mcnamara, 1997; 
Wolbers & Hegarty, 2010; Yu & Zacks, 2017). Research so 
far provides mixed results with respect to viewpoint depend-
ency in dynamic visual scenes. Even though some studies 
support that dynamic scenes are represented in a viewpoint-
dependent manner (Garsoffky et al., 2002; Sargent et al., 
2019), literature also provides evidence in favor of view-
point-independent representations (Garsoffky et al., 2007; 
Huff et al., 2009, 2011). Garsoffky et al. (2002) postulated 
three competing hypotheses for viewpoint dependency in 
dynamic visual scenes: the static-scene model, dynamic event 
model, and film-form model. The static-scene model pos-
its that increasing viewpoints do not provide observers with 
a unified perspective, but rather, the observers remember 
scenes from specific viewpoints (Diwadkar & McNamara, 
1997; Shelton & Mcnamara, 1997). Earlier studies indicated 
that reaction times increase linearly with the rotation angle 
(Shepard & Metzler, 1971). Therefore, according to the static 
model, an increase in the angle deviation from the original 
viewpoint results in a decreased performance due to mental 
rotation. The dynamic event model, on the other hand, states 
that dynamic scenes with multiple viewpoints lead to view-
point-independent representation by helping the observer 
to establish a cognitive representation of the whole scene 
through abstraction (Allen et al., 1978; Franklin et al., 1992; 
Freyd, 1987; Huff et al., 2011). This abstraction allows view-
ers to unify different viewpoints, and novel viewpoints would 
not differ in terms of accuracy or speed. Additionally, the 
film-form model was proposed by Bordwell and Thompson 
(1986), which argues for the representation of a single view-
point. This presents a compromise between the static-scene 
model and the dynamic-scene model. Spatial representation 
is still viewpoint-dependent, but the viewer uses an economic 

strategy to use the establishing shot at the beginning of a 
scene to build actor and object positions which are deemed 
consistent throughout the scene. While the static scene model 
posits that each additional viewpoint should allow for sepa-
rate but equally strong representations, the film-form model 
predicts that only the first viewpoint of the establishing shot 
would be taken as the referential source of spatial layout. The 
motivation of this paper is to probe further into viewpoint 
dependency in film-like dynamic visual scenes.

Experimental overview

The present study examined the role of perspective and 
action order on viewers’ spatial representations. We meas-
ured recognition memory to examine whether a single shot is 
remembered from the viewpoint of a specific actor. We used 
videos where the entire sequence was either presented from 
one actor’s perspective (single perspective) or both actors’ 
perspectives (SRS sequences). Also, the action sequences in 
the videos were either in natural order (canonical) or misor-
dered (scrambled). Reliance on perspective was examined to 
compare three theories suggested by Garsoffky et al. (2002). 
Similar to Garsoffky et al. (2002), we used naturalistic action 
of daily events, but we edited videos using one basic conti-
nuity editing tool to make perspective change salient.

The hypotheses for the role of perspective on visual rec-
ognition were twofold. If the dynamic event model applies 
to visual narratives, we would see similar performance for 
single perspective and SRS sequences as the spatial model 
would be abstracted and remembered from every viewpoint. 
If the film-form model’s predictions apply, we would see 
better performance for a single perspective where the per-
spective of the first shot, which would be considered an 
alternative to an establishing shot, is the same as the other 
shots in the sequence. The viewpoints in the SRS sequences, 
on the other hand, alternate between each shot, which in 
turn may lead to low memory performance for the SRS 
sequences. Research also suggests that, after a cut, the atten-
tion of the viewer goes to what’s central in the scene, such 
as the actor's faces and other prominent objects (Cutting 
et al., 2012; Smith, 2012; Smith & Henderson, 2008; Smith 
et al., 2012). It is reasonable to expect binding action from 
multiple viewpoints would be prioritized, and the presenta-
tion of multiple viewpoints would be overlooked. This would 
in part, be due to the correct employment of the continuity 
editing rules, which make sure that the spatial continuity 
is preserved across shots and the viewer is not disoriented.

In addition to memory for viewpoint, we also measured 
memory for spatial orientation, where we asked whether 
people encoded the location of objects in relation to the 
actors in the scene. As memory for viewpoint measured 
whether people remembered a specific action component 
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from a specific actor’s perspective, memory for spatial ori-
entation measured whether people registered the location of 
objects with respect to the actors regardless of the perspec-
tive. We expected to find similar results for the memory 
of perspective and spatial orientation such that the object 
relations would be remembered better in single-view nar-
ratives, which gives more opportunities to encode the spa-
tial relations in multiple repetitions from a single actor’s 
perspective.

Additionally, we intended to examine the possible inter-
action between order and perspective. Our manipulation 
was adopted from Levin and Wang’s (2009) study, where 
researchers used either naturally ordered or misordered 
action sequences. If the order is disrupted, this may lead 
to increased cognitive load and therefore hinder memory 
further in SRS sequences. For single-perspective scenes, 
however, because the viewpoint is constant, the memory of 
separate viewpoints may not be affected by order manipula-
tion. Therefore, we hypothesized that order would not affect 
memory for single perspective scenes, but scrambled order 
would lead to lower memory in SRS sequences.

Method

Participants

A sensitivity analysis with G*power (Faul et al., 2009) for 
2*2 mixed design indicated that the lowest effect size our 
minimum sample (N = 100) was able to capture with an 
alpha level error probability of 0.05, and power of 0.8 was 
0.12 in terms of effect size f.

A total of 118 participants took part in the experiment. 
One participant was excluded from the data due to having 
more than one response time above a 3.92 standard devia-
tion. Therefore 117 participants were included (94 females 
and 24 males, Mage = 21.9, SDage = 3.3). The majority of the 
participants (84%) were undergraduate students. 47% of the 
participants were in the canonical group (N = 55), while the 
remaining 53% were in the scrambled group (N = 62). The 
experiment was approved by the Institutional Ethical Board 
and all participants provided informed consent before the 
study. Participants were compensated with course credit in 
predetermined classes.

None of the participants reported being color blind and all 
the participants had normal or corrected-to-normal vision.

Stimuli

We filmed 4 activity videos (coffee, tea, milk, and soda) 
in the laboratory, where two actors performed everyday 
activities while seated face-to-face across a table. The 
actors reached, poured, and drank the necessary ingredients 
for their beverages in all activities. Each video included 
5 shots taken from a 45-degree angle positioned over the 
shoulder of each actor. Each video was edited so that all 
the shots either came from a single actor’s viewpoint (sin-
gle perspective) or alternated between each actor’s view-
point with a technique called shot-reverse shot editing 
(shot-reverse shot). This manipulation was implemented 
as a within-subjects variable since half of the videos were 
assigned to the single perspective condition, and the other 
half were assigned to the shot-reverse-shot condition. 
In addition, the order manipulation was done similarly 
to Levin and Wang's (2009) study, in which the steps of 
each activity either followed a natural order (canonical) 
or the steps were reordered (scrambled). Canonical and 
scrambled conditions refer to the edited format of the pres-
entation videos. In the canonical condition, all the shots 
in the video were presented in the natural order for each 
activity. In the scrambled condition, the position of shot 
2 and shot 4 were exchanged, which created misordered 
action sequences. Order manipulation was administered 
between subjects as the first group watched all 4 videos 
in the canonical order, and the second group watched all 4 
videos in the scrambled order. The sequences ended with a 
coherent conclusion (actors drinking the beverage).

The videos were counterbalanced based on activity 
between the two groups to avoid an additional effect of con-
tent. Activities were divided in half to be placed between 
conditions. Coffee and tea activities were assigned to single 
perspective conditions in canonical videos and shot reverse 
shot conditions in scrambled videos. Similarly, milk and 
soda were assigned to single-perspective conditions in 
canonical videos and shot reverse shot conditions in scram-
bled videos. Manipulation of order was aimed to be further 
tested with a funneling type of post-questionnaire at the end 
of the experiment. Figure 1 provides screenshots taken from 
all activities showing the single perspective or shot reverse 
shot sequences in either canonical or scrambled conditions.

The average duration of the activity videos was 33.25 s. 
The average duration of the test shots was 6.68 s, and 6.4 s 
for distractor shots. The videos were filmed and later edited 
by the authors using iMovie software from the MacOS plat-
form in an amateur capacity. The actors were graduate stu-
dents who did not have any professional acting experience. 
Care and attention are given to make sure that the lighting of 
the room and the positioning of the camera angle and height 
is consistent across all videos. The videos were filmed and 

Fig. 1   Order of presentation in each activity of canonical and scram-
bled videos. In scrambled videos, the reaching shots are switched 
with one another to create scrambled video sequences. In canonical 
conditions, coffee and tea are single perspectives, and in scrambled 
conditions, milk and soda are single perspectives. The other half of 
each condition consists of shot reverse shot sequences

◂
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presented without audio. The stimuli videos can be found at 
(http://​osf.​io/​qx5hd).

Procedure

The experiment was implemented using PsychoPy (Peirce 
et al., 2019). Pavlovia.org was used as the platform for the 
experiment.

In the first part of the experiment, participants watched 4 
activity videos. Each trial block had one activity video, then 
a visual recognition test with 5 tests and 5 distractor shots. 
The experiment included 4 trial blocks. Participants were in 
one of the two order groups (canonical vs. scrambled). In 
both groups, the presentation order of the videos was ran-
domized. The test shots and distractor shots that follow the 
activity videos were also given in random order.

In the second part of the experiment, the screenshots 
taken from the second and third shots of the main videos 
were presented to the participants in their original and mir-
ror form in a 2AFC (alternative-forced choice) format. The 
first and last shots were not used because the actors were not 
interacting with the target objects in those as they provided 
an introduction and end to the activity. We also wanted to 

use two test trials to present the objects from both actors’ 
perspectives. Mirror images were generated by rotating the 
original image 180 degrees on the horizontal axis. After 
being tested with videos, participants were asked to indi-
cate which image was part of the original video. The target 
picture’s position was also randomized. Figure 2 shows an 
illustration of a trial with the canonical order from the shot-
reverse-shot perspective.

The third and last part of the experiment consisted of 
three open-ended, funneling-type post-experiment question-
naires like the ones used in previous studies on change blind-
ness (Angelone et al., 2003; Levin & Simons, 1997; Simons 
& Levin, 1998). This part was presented only for the group 
who received the scrambled videos since the order was 
administered between-subjects. The purpose of this ques-
tionnaire was to test the awareness of order manipulation. 
The questions were as follows:

1.	 Did you detect any difference in the videos you watched?
2.	 Do you think that the events in the videos follow natu-

rally?
3.	 Did you notice that the order of the events changed in 

some videos?

Fig. 2   An illustration of an example trial block. A. Presentation video 
consisting of 5 shots that the participants watched before test part. B. 
The test part consists of the test and distractor shots that the partici-

pant saw in random order after the presentation video. C. Two alter-
native forced choice task including images taken from the presenta-
tion video

http://osf.io/qx5hd
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Open-ended answers were taken and later coded for 
content by two researchers. Assistants categorized answers 
and discussed answers to reach a complete agreement. The 
answers were categorized to indicate the percentage of par-
ticipants who noticed anything different in the video (gen-
eral awareness) and the percentage of people who noticed 
the order manipulation (order awareness) in the respective 
three questions.

Data analysis

The study used a 2*2 mixed design with perspective as the 
within-subjects variable and order as the between-subjects 
variable. To investigate whether different perspectives and 
orders of videos had effects on recognition performance, 
dprime (d’) scores were calculated. D’ scores were measured 
as the difference between standardized scores of hit rates and 
false alarm rates (z(H)—z(F)). The hit rate is the propor-
tion of test trials answered correctly (hits / (hits + misses)), 
while the false alarm rate is the proportion of distractor trials 
answered incorrectly (false alarms / (false alarms + correct 
rejections)). Since infinite d’ scores were obtained for H 
or F scores of 0 or 1, a correction called log-linear was 
implemented. We added 0.5 to both hits and false alarms 
and added 1 to both signal and noise trials, as suggested by 
Stanislaw and Todorov (1999). Following the calculations 
of d’ for each participant, accuracy and all reaction times 
were done by the 2*2 analysis of variance (ANOVA). The 
Mann–Whitney U test and Pearson’s correlation test were 
used in order to investigate demographic information (See 
OSF file for detailed analysis).

To compute all analyses, the ezANOVA function from 
the ez package v.4.4–0 (Lawrence, 2016) and to create all 

plots, the ggplot function from the ggplot2 package v.3.3.6 
(Wickham, 2016) was used within the R Environment for 
Statistical Computing (R Development Core Team, 2011).

Results

Prior to the hypothesis testing the whole sample was 
included in the exploratory analysis and was not separated 
according to perspective and order conditions. We observed 
no major differences for demographic factors of gender and 
age, and we did not find any significant effect of the activ-
ity type.

Shot memory

We observed a main effect for perspective (F (1, 
115) = 53.19, p < 0.001, ηp

2 = 0.32), however, neither 
the main effect of order (F (1, 115) = 1.76, p = 0.19, 
ηp

2 = 0.015), nor the interaction of perspective and order 
(F (1, 115) = 0.54, p = 0.46, ηp

2 = 0.005) were statisti-
cally significant. Also, no significant main effect of order 
(F (1, 115) = 0.003, p = 0.96, ηp

2 < 0.001), perspective (F 
(1, 115) = 1.91, p = 0.66, ηp

2 = 0.002), or interaction (F (1, 
115) = 1.68, p = 0.20, ηp

2 = 0.014) were detected for reaction 
times. Figure 3A shows d’ for perspective and order.

When mean d` were examined, we observed that d` of sin-
gle perspective were higher than d’ of SRS sequences. Also, 
participants were not more accurate in canonical videos 
compared to scrambled videos and they responded with a 
similar pace to all video conditions. The mean and standard 
deviation of d` and RT scores can be found in Table 1 below.

Fig. 3   The d’ scores for the shot memory, accuracy percentages for 
the spatial orientation memory for perspective and order, and general 
awareness and order awareness percentages for each question. A. The 
d’ scores for the shot memory for perspective and order. B. The accu-

racy percentages for the spatial orientation memory for perspective 
and order. C. Scores for general awareness and order awareness per-
centages for each question
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Spatial orientation memory

Similar results were observed between shot memory and 
spatial orientation memory. For accuracy, only the main 
effect of perspective was statistically significant, F (1, 
115) = 7.56, p = 0.007, ηp

2 = 0.062. The main effect of order 
(F (1, 115) = 1.89, p = 0.16, ηp

2 = 0.017) and interaction 
effect (F (1, 115) = 0.99, p = 0.32, ηp

2 = 0.008) were not sta-
tistically significant. Figure 3B shows accuracy percentages 
for perspective and order.

For reaction times, we did not find any significant effects 
of order, (F (1, 115) = 2.38, p = 0.13, ηp

2 = 0.020.) and per-
spective (F (1, 115) = 1.79, p = 0.18, ηp

2 = 0.015) and there 
was no significant interaction between the factors (F (1, 
115) = 0.57, p = 0.45, ηp

2 = 0.005).
Participants were more accurate in single perspective than 

in SRS sequences and no effect of perspective and order was 
observed on reaction times. No main or interaction effect 
was observed for order suggesting that viewpoint informa-
tion was coded independently from action order. The mean 
and standard deviation for accuracy percentages and reaction 
times can be seen in Table 2.

Post‑experiment questionnaire

The answers were categorized to indicate the percentage 
of participants who noticed anything different in the video 

(general awareness) and the percentage of people who 
noticed the order manipulation (order awareness) in the 
respective three questions. To give an example of general 
awareness, the following comment to the second question, 
"No, for example, water suddenly passes to the left hand 
while it was in the right hand", shows that the participant 
realized that the videos were not natural, but they were not 
aware of the order manipulation. Similarly, another answer 
to the same question clearly stated that the participant was 
aware of order manipulation: "No, the order of some sections 
was changed.” Fig. 3C shows general and order awareness 
percentages for each question.

Discussion

First of all, the results of the current study indicated that 
memory for individual shots was better for single-perspec-
tive sequences than SRS sequences, which employed two 
actors’ perspectives consecutively. This result suggests a 
conditional conclusion that depends on the cognitive load 
of the task. Since single-view sequences do not require the 
viewer to keep track of the changing viewpoints, the consist-
ency of the perspective leads to a viewpoint-dependent rep-
resentation where the actor’s viewpoint is incorporated into 
the narrative. However, when the sequence is in the form 
of the SRS sequence, which is the most conventional form 
in conversation scenes in movies, viewers are faced with a 
decision to use their cognitive resources more efficiently.

When a visual narrative includes more than one actor’s 
perspective, the resulting mental representation favors the 
film-form model (Bordwell & Thompson, 1986), which 
suggests that the spatial relations are incorporated into the 
first shot, generally called the establishing shot. The film-
form model proposes viewpoint dependent representation, 
in which memory would suffer with increasing viewpoints. 
Better detection in single-perspective scenes compared to 
SRS sequences suggests a viewpoint dependent representa-
tion as each alternate perspective burdens the viewer, and 
leads to a more economical approach favoring narrative over 
spatial details. In our videos, we can argue that the partici-
pants may have treated the first shot as the establishing shot. 
The film-form model can further help explain our results 
since viewpoints different from establishing shots could have 
led to a decrease in memory for viewpoint specific informa-
tion, which is observed with SRS sequences.

One other explanation for reduced memory for view-
point in SRS sequences can be related to the Cognitive 
Load Theory, which suggests that tracking simultane-
ous information puts a burden on cognitive resources 
(Forster & Lavie, 2008; Hitch et al., 2019; Mayer, 2014; 
Rey, 2014). Increasing the number of viewpoints to be 
tracked can strain working memory and lead to insufficient 

Table 1   D’ scores and reaction times in shot memory for different 
orders and perspectives

Mean (and standard deviation) d’ scores and reaction times in shot 
memory for different order and perspectives

Perspective D Prime Scores Reaction Times

Order

Canonical Scrambled Canonical Scrambled

Single Perspec-
tive

1.46 ± 1.05 1.2 ± 1.23 1.43 ± 0.90 1.60 ± 1.09

Shot Reverse 
Shot

0.60 ± 0.67 0.50 ± 0.56 1.67 ± 1.88 1.48 ± 0.95

Table 2   Accuracy percentages and reaction times in spatial orienta-
tion memory

Perspective Accuracy Percentage Reaction Times

Order

Canonical Scrambled Canonical Scrambled

Single Perspec-
tive

0.90 ± 0.17 0.92 ± 0.13 3.73 ± 1.87 3.33 ± 2.49

Shot Reverse 
Shot

0.82 ± 0.21 0.88 ± 0.23 4.10 ± 2.17 3.44 ± 1.77
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encoding of viewpoint-related information. New research 
shows that structured strategies can offload portions of the 
demand in high cognitive load tasks focused on visual-
spatial techniques (Brich et al., 2021). This tells us that 
working memory load is not an all or none phenomenon, 
and additional factors can help alleviate the burden. Track-
ing the concurrent spatial details while engaging in narra-
tive comprehension in a visual narrative can be considered 
a simultaneous task with following the narrative.

Secondly, the order of the action had no main effect on 
memory, and no interaction was found between perspec-
tive and memory. This suggests that reordering the steps 
of the action did not lead to a decrease in performance. 
The explanation for this comes from the literature, which 
shows that people do not often realize order manipulations 
as long as the narrative flow is continuous (Hymel et al., 
2016). The open-ended answers given to the questions on 
manipulation awareness also support the idea that people 
did not realize that the steps of the action were reordered 
in the sequence unless specifically directed. This result 
may be due to several reasons, one being the fact that the 
depicted activity, which started and ended with a coher-
ent direction, such as someone starting to prepare tea and 
drinking the prepared tea, provides a coherent sequence 
where interchanging the middle steps might not have dis-
rupted the narrative flow. Also, the narrative order might 
be coded independently of the perspective information. 
Besides narrative flow, there is one more possible explana-
tion for why the order did not yield any effect. The findings 
of Levin and Wang (2009) suggested that people follow 
the actor in scrambled videos, while the actor’s interaction 
with the object is what people focus on in canonical vid-
eos. Participants might have missed the scrambled order 
of events since it required attending to interactions with 
objects, which is only possible in canonical videos. Future 
studies could implement such a design by asking partici-
pants to specifically focus on objects, to examine whether 
scrambled videos can be detected in a narrative flow. We 
cannot eliminate this explanation since we did not specifi-
cally ask participants to focus on objects.

As Baker and Levin (2015) demonstrated, people notice 
changes less often in an ongoing event. Because the event in 
our videos was coherent overall, people did not notice any 
order violations. Support for this argument also comes from 
Hymel et al. (2016), where researchers observed that when 
reordering the action components at the end of the event 
where no other action follows, people notice order manipula-
tion more. However, when the reordering is introduced in the 
middle of the event, people notice the change less. Because 
in our videos, the order manipulation was in the middle, 
and the event ended coherently, this may have led to lower 
awareness of the order reversal. This may be one of the rea-
sons why the order did not interact with perspective memory.

Lastly, we found similarities between memory for 
dynamic shots and still video images. Our intention for 
using two measures for the same stimuli was to test whether 
participants would correctly remember the positions of the 
objects if they were presented simultaneously with a mirror 
image of the scene. Dynamic scenes provide more informa-
tion than still images as actors engage with objects, which 
could represent information on perspective besides mem-
ory for relative actor and object orientation. However, still 
images only test for knowledge of spatial mapping. Results 
show that spatial orientation is stored, and it is not mere 
recollection of action.

Limitations and future implications

We used simple activity videos filmed in the laboratory, 
which involved amateur actors. Those may lack the artistic 
qualities of professionally produced movies that incorporate 
aesthetic concerns. Videos filmed in laboratories may some-
times be more monotonic or robotic, which may decrease 
the motivation and engagement of the viewer. Using cin-
ematic sequences from existing movies may be considered 
for future research to avoid any potential issues related to 
the enjoyment of the videos. Also, the present videos were 
not formed to include establishing shots; therefore, future 
research can focus on the potential role of establishing shots 
in viewpoint dependency.

In addition, as proposed above, the activities we used 
started with logical beginnings and ended with a resolu-
tion. The order manipulation was administered to the middle 
shots that may be interchangeable. Also, a more narrative-
specific question to investigate the comprehension of the 
activity can give us more information about whether the 
action continuity is disrupted. Future research can use a 
more extensive order manipulation to specifically compare 
the role of each shot in an SRS sequence. For example, if 
the order manipulation was done to the first and last event 
so that the person drinks the tea and then starts preparing it, 
then the order might interact with viewpoint information. 
Why perspective information is discarded when more than 
one actor is present in a narrative is still an open question.

Finally, we did not ask any questions about the content of 
the visual events in our videos, so we cannot draw any direct 
links to the viewer’s motivation to follow the narrative. As 
the SPECT theory (Loschky et al., 2020) suggests, people 
hold active information in working memory to follow the 
entire narrative in a movie. Coherence of a narrative leads to 
better recall of previously experienced events (Cohn-Sheehy 
et al., 2022). Future research may consider how much fol-
lowing the narrative may interact with tracking the actors’ 
positions as a secondary task. As more than one actor’s per-
spective is depicted, this may lead to discarding the spatial 
details in favor of the narrative to optimize cognitive load 
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better. Because the narrative is often the viewer’s objective, 
this may come at the expense of encoding the viewpoint 
information.

Conclusions

Studying complex visual events can broaden our under-
standing of the cognitive strategies viewers adopt when 
dealing with multiple viewpoints. Film-like visual events 
contain rich and complex spatial cues. Continuity editing 
rules are used to provide consistent spatial relations to 
free the viewer’s cognitive resources. The study of conti-
nuity editing rules is still new to cognitive research, but 
it provides a promising tool that can help us understand 
everyday interpersonal interactions where considering 
another agent’s viewpoint is crucial. As SPECT theory 
suggests, people use top-down and bottom-up informa-
tion to process and comprehend a narrative (Loschky 
et al., 2020). The viewpoint of an actor can be considered 
among the bottom-up information that forms the spatial 
map of a visual event. Our study suggests that in visual 
narratives that involve more than one actor, people do not 
register viewpoint-specific information and that order of 
action may be overlooked if the action starts and ends 
with a coherent progression. Event Segmentation Theory 
indicates that people monitor visual events along multiple 
dimensions in a predictive manner (Zacks et al., 2007). 
The present study adds to understanding of how people 
process spatial relations together with action order.
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